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POS	Tagging	and	Dependency	Parsing

• cop:	copula
• nsubj:	nominal	subject



Joint	POS	Tagging	and	Dependency	Parsing

• In	real-world	parsing,	dependency	parsers	rely	heavily	on	the	use	of	automatically	
predicted	POS	tags,	thus	encountering	error	propagation	problems:
• Li	et	al.	(2011)	and	Straka et	al.	(2016)	show	that	parsing	accuracies	drop	by	
5+%	when	using	automatic	POS	tags	instead	of	gold	ones

• Joint	learning	both	POS	tagging	and	dependency	parsing:
• More	accurate	POS	tags	could	lead	to	improved	parsing	performance,	and
• The	syntactic	context	of	a	parse	tree	could	help	resolve	POS	ambiguities



Joint	POS	Tagging	and	Dependency	Parsing

• A	two-component	mixture	of	a	
tagging	component	and	a	parsing	
component

• The	tagging	component	uses	a	
standard	BiLSTM to	learn	“latent”	
feature	vectors	for	POS	tag	prediction

• The	parsing	component	uses	another	
BiLSTM to	learn	a	set	of	latent	
features,	then	feeds	these	features	
into	a	MLP	to	decode	dependency	
arcs	and	another	MLP	to	label	the	
predicted	dependency	arcs



Joint	POS	Tagging	and	Dependency	Parsing
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Joint	POS	Tagging	and	Dependency	Parsing

• Joint	training:

• POS	tagging	cross-entropy	loss
• Arc-structure	loss:	margin	between	
the	gold	unlabeled	parse	tree	and	
the	highest	scoring	incorrect	tree

• Relation	labeling	cross-entropy	loss



Joint	POS	Tagging	and	Dependency	Parsing

• Penn	WSJ	treebank	results
(2	BiLSTM layers)



Joint	POS	Tagging	and	Dependency	Parsing

• The	CoNLL 2018	shared	task	on	UD	parsing	
• Fixed	set	of	hyper-parameters	(2	BiLSTM layers	and	128-dimensional	LSTM	
hidden	states)																		



Joint	POS	Tagging	and	Dependency	Parsing

Results:	2017	
shared	task	
systems	applied	to	
2018	 test	data
http://universalde
pendencies.org/co
nll18/results-2017-
systems.html
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Joint	POS	Tagging	and	Dependency	Parsing

• The	2018	Extrinsic	Parser	Evaluation	(EPE)	campaign
• Fixed	set	of	hyper-parameters	as	used	for	the	CoNLL 2018	shared	task



Joint	POS	Tagging	and	Dependency	Parsing

NER	labels	

Relation	classes



Relation	extraction

• Extracting	entities	and	their	semantic	relations	from	raw	text	is	a	key	information	
extraction	task
• Such	information	is	useful	in	many	other	NLP	tasks
• In	IR	applications	such	as	entity	search,	structured	search	and	question	
answering,	it	helps	provide	end	users	with	significantly	better	search	
experience

• Recently,	end-to-end	systems	which	jointly	learn	to	extract	entities	and	relations	
have	been	proposed	with	strong	potential	to	obtain	high	performance



• Our	NER	component	employs	a	standard	
BiLSTM-CRF	architecture	to	predict	
entities	from	input	word	tokens

• The	RC	component	uses	another	BiLSTM
to	learn	latent	features	relevant	for	
relation	classification
• For	relation	classification,		we	
propose	a	novel	use	of	the	
biaffine attention	mechanism	(Dozat
and	Manning,	2017)	which	was	first	
introduced	in	dependency	parsing

End-to-end	relation	extraction	for	Joint	NER	and	
relation	classification



End-to-end	relation	extraction	



End-to-end	relation	extraction



End-to-end	relation	extraction



Thanks	for	your	attention!
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