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Natural Language Processing

• Applications

• Machine Translation

• Information Retrieval

• Question Answering

• Dialogue Systems

• Information Extraction

• Summarization

• Sentiment Analysis

• ...
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Slide content taken from https://www.dropbox.com/s/cz4zmb0l95p9r4y/NLP_1_intro.pdf

• Core technologies

• Language modeling

• Part-of-speech tagging

• Syntactic parsing

• Named-entity recognition

• Word sense disambiguation

• Semantic role labeling

• ...

• NLP lies at the intersection of computational linguistics and machine learning

• Processing natural languages with computers, enabling computers to understand, generate 
and analyze natural languages



Machine Translation
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Conversational Agents

• Conversational agents or 
dialogue systems contain:

• Speech recognition

• Language analysis

• Dialogue processing

• Information retrieval

• Text to speech
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Slide content taken from https://www.dropbox.com/s/cz4zmb0l95p9r4y/NLP_1_intro.pdf



Machine Comprehension Question Answering
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Slide content taken from https://princeton-nlp.github.io/cos484/lectures/lec1.pdf



Information Extraction
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Slide content taken from https://princeton-nlp.github.io/cos484/lectures/lec1.pdf



Language Modeling/Generation Applications
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Slide content taken from https://princeton-nlp.github.io/cos484/lectures/lec1.pdf



32 research papers 
published

• EMNLP (11), ACL (3), NAACL (3)

• InterSpeech (6), AAAI 

(5), ICLR (2), NeurIPS (1), IJCAI (1)

• ICLR 2021 Outstanding Paper Award

Natural Language Processing at VinAI

8

Question Answering and Dialogue System Text Classification and Summarization Relation and Event Extraction

Text and Speech Translation Language Modeling



Research to enhance Vietnamese NLP capability

• PhoBERT and BARTpho: First large-scale pre-
trained language models for Vietnamese

• Improve state-of-the-art performance for 
various Vietnamese NLP tasks

• 100K+ downloads

• https://github.com/VinAIResearch/PhoBERT

• https://github.com/VinAIResearch/BARTpho
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https://github.com/VinAIResearch/PhoBERT
https://github.com/VinAIResearch/BARTpho


Research to enhance Vietnamese NLP capability

• State-of-the-art translation models pre-trained for 
Vietnamese-to-English and English-to-Vietnamese 
(https://github.com/VinAIResearch/VinAI_Translate)

• PhoMT: A high-quality and large-scale Vietnamese-
English parallel dataset 
(https://github.com/VinAIResearch/PhoMT)

• PhoST: A high-quality and large-scale dataset with 
508 audio hours for English-Vietnamese speech 
translation 
(https://github.com/VinAIResearch/PhoST)
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https://github.com/VinAIResearch/VinAI_Translate
https://github.com/VinAIResearch/PhoMT
https://github.com/VinAIResearch/PhoST


Research to enhance Vietnamese NLP capability

• Develop named entity recognition task in 
COVID-19 specified domain: potentially 
impact research and applications

• Provide new dataset for recognizing COVID-
19 related named entities in Vietnamese

• 10 entity types with the aim of 
extracting key information related to 
COVID-19 patients

• Entity types are used in the context of 
not only COVID-19 pandemic but also in 
other future epidemics
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• https://github.com/VinAIResearch/PhoNER_COVID19

https://github.com/VinAIResearch/PhoNER_COVID19


Research to enhance Vietnamese NLP capability

• Intent detection and slot filling for Vietnamese (Interspeech 2021)

• From disfluency detection to intent detection and slot filling (Interspeech 2022)
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Motivation

• Intent detection and slot filling are important NLU tasks

• Intent detection aims to identify speaker’s intent from a given utterance

• Slot filling is to extract from the utterance the correct argument value for the slots of the intent 

• Example

• Query: what flights are available from chicago to baltimore on thursday morning 

• Intent: flight info 

• Slots: 
- from_city: chicago
- to_city: baltimore
- depart_date: thursday
- depart_time: morning
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Motivation

• Vietnamese intent detection and slot filling

• Only one Vietnamese dataset is relevant to intent detection, which is a dialog act corpus 
containing ISO-24617-2 based annotations over communication acts [1]

• This corpus is not publicly available for the research community 

• To the best of our knowledge, there is no public Vietnamese dataset available specifically 
for either intent detection or slot filling
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Motivation

• Recent research on intent detection and slot filling

• Jointly learning helps improve performance results [2]

• Attention mechanisms are employed to incorporate intent context information into slot 
filling via an utterance representation

• We can incorporate more explicit intent context information via a “soft” intent label 
embedding 
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Motivation

• Contributions of our work 

• We introduce the first public intent detection and slot filling dataset - named PhoATIS -
for Vietnamese

• We present a new joint model JointIDSF for intent detection and slot filling, that extends 
JointBERT+CRF [2] with an intent-slot attention layer
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Our PhoATIS dataset

• Manually translate each English utterance from the well-known intent detection and slot filling 
dataset ATIS [3] into Vietnamese

• We require modifications to ensure that our Vietnamese utterances are natural, fitting in 
real-world scenarios in Vietnam and of high-quality

• e.g. replacing American-popular slot values, such as locations, airline names and the 
like, with their counterparts in Vietnam

• Manually project intent and slot annotations from each ATIS English utterance to its 
Vietnamese-translated version

• Manually fix inconsistencies among projected annotations in our Vietnamese dataset

17



Our PhoATIS dataset

• Automatic Vietnamese word segmentation is performed by employing VnCoreNLP [4] to 
obtain a word-level variant of the dataset

• The outputs of automatic Vietnamese word segmentation do not affect the span 
boundaries of slot annotations
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Syllable level: tôi cần đến phú quốc vào tối thứ tư từ đà lạt

Word level:     tôi cần đến phú_quốc vào tối thứ_tư từ đà_lạt



Our new model JointIDSF

• Encoding layer

• Intent detection layer

A cross-entropy objective loss LID

is calculated for intent 
classification during training 
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Our new model JointIDSF

• Intent-slot attention layer
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Our new model JointIDSF

• Slot filling layer

hi vectors are fed into a linear-
chain CRF predictor for slot type 
prediction 

A cross-entropy objective loss LSF

is calculated for intent 
classification during training
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Our new model JointIDSF

• Joint training

• Compared to JointBERT+CRF

• We introduce the intent-slot 
attention layer to explicitly 
incorporate intent context 
information into slot filling 

22



Experiments

• We conduct experiments on our dataset to study: 

• A quantitative comparison between our model JointIDSF and the baseline JointBERT+CRF

• The influence of Vietnamese word segmentation (here, input utterances can be formed in 
either syllable or word level)

• The usefulness of pre-trained language model-based encoders XLM-R [5] and PhoBERT [6]

• XLM-R is pre-trained on a 2.5TB multilingual dataset that contains 137GB of syllable-level 
Vietnamese texts

• PhoBERT is pre-trained on 20GB of word-level Vietnamese texts
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Experiments

• JointIDSF significantly outperforms JointBERT+CRF

• The highest improvements are accounted for the sentence accuracy

• Our intent-slot attention layer helps better capture correlations between intent labels 
and slots in the same utterances 
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Experiments

• The performances of word-level models are higher, but not significantly, than their syllable-
level counterparts

• Automatic Vietnamese word segmentation and the pre-trained monolingual language 
model PhoBERT are less effective for these Vietnamese intent detection and slot filling 
tasks than for other Vietnamese NLP tasks 

• Possible reason: the utterances in our dataset are domain-specific and medium-length 
ones with an average length of 15 word tokens 
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Experiments

• (i) Using the “[CLS]”-based utterance context representation instead of the intent label 
representation

• (ii) Using the scalar multiplication between the attention weights and the slot vector 
representations ci instead of the intent label representation

• (iii) Concatenating the utterance context representation instead of the attention layer’s 
output vectors to all the slot vector representations
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Experiments

• Error analysis

27



Experiments

• The most frequently appeared error is 29 cases accounted for the Wrong Label error category

• These cases often are induced by ambiguities between which the “departure” part is and 
which the “arrival” part is in an utterance since many utterances do not have an explicit 
context

• Given the utterance “tôi cần đến phú_quốc vào tối thứ_tư từ đà_lạt” (I need to go to Phu 
Quoc on Wednesday’s night from Da Lat)

• It is relatively ambiguous to determine whether the phrase “tối thứ_tư” (Wednesday’s 
night) refers to as an arrival time or a departure time without a clearer context
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Experiments

• There are 8 errors counted for the Wrong Intent category

• Most of them are induced by the multi-intent labels since the model is likely to predict 
the most clearly manifested or first appeared intent

• The model predicts an intent label of “airfare” instead of the gold one 
“airfare#flight_time” for the utterance “cho tôi biết chi_phí và thời_gian của các chuyến 
bay từ phú_quốc đến cam_ranh” (show me the cost and time for flights from Phu Quoc 
to Cam Ranh)
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Experiments

• There are 5 and 10 errors counted for the error categories Missing Slot and Spurious Slot, 
respectively

• The model is often ambiguous about the slot types that rarely appear in the training set 
such as “connect”, “airport_code” and the like

• The Wrong Boundary error category has 14 error cases that are related to multi-word 
spanned slots
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Main takeaways 

• We have presented the first public dataset for Vietnamese intent detection and slot filling 

• We also have proposed an effective model, namely JointIDSF, for jointly learning intent 
detection and slot filling

• We empirically conduct experiments and perform a detailed error analysis on our dataset, 
and show that: JointIDSF significantly outperforms JointBERT+CRF

• We publicly release our dataset and the implementation of our model at: 
https://github.com/VinAIResearch/JointIDSF
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Research to enhance Vietnamese NLP capability

• Intent detection and slot filling for Vietnamese (Interspeech 2021)

• From disfluency detection to intent detection and slot filling (Interspeech 2022)
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Motivation

• Disfluency

• In natural conversation, humans inevitably produce interruptions in their speech, which is 
formally referred to as disfluency

• E.g. : is there any train um no flight from Ha Noi to Da Lat?

• Modern Spoken Language Understanding (SLU) models are primarily trained on curated 
and cleaned input without disfluencies

⇨ Disfluencies might have negative effects on the performances of downstream SLU tasks

⇨ Disfluency detection that detects and removes disfluencies to produce fluent versions of 
disfluent inputs is crucial in real-world applications
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Motivation

• Disfluency detection’s effects on downstream SLU task investigation

• Most previous works study the disfluency detection task isolatedly and evaluate the task 
using gold disfluency annotations

• Investigation of disfluency detection’s influence on downstream tasks is relatively limited 

• Including punctuation restoration [7], machine translation [8], syntactic parsing [9] and 
question answering [10]
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Motivation

• Disfluency detection’s effects on intent detection and slot filling

• Intent detection and slot filling: important SLU tasks

• To the best of our knowledge, no study has investigated the effect of disfluencies on the 
intent detection and slot filling tasks 

• There is no available dataset containing linguistic annotations over both disfluencies, 
intents, and the slots of the intents

⇨ Research question: “How disfluencies affect two important downstream SLU tasks 
intent detection and slot filling?”
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Motivation

• In this work 

• We present the first study that investigates the influence of disfluency detection on the 
downstream intent detection and slot filling tasks by:

• Creating a dataset with disfluency annotations by manually adding contextual 
disfluencies as distractors into the Vietnamese fluent dataset PhoATIS

• Conducting experiments using strong baselines for disfluency detection and joint 
intent detection and slot filling, which are based on pre-trained language models
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Our dataset

• Manually add contextual disfluencies as distractors into the intent detection and slot filling 
dataset PhoATIS (5871 fluent utterances in total)

• The disfluent version should satisfy the following requirements:

• semantically equivalent to the original one

• natural in terms of human usage, grammatical errors, and meaningful distractors

• containing disfluent words that are corrected by following intent or slot value keywords 
in the original utterance

• containing both disfluent Reparandum- and Interragnum-type words where possible
Reparandum: word or words that the speaker intends to be abandoned or corrected by 
the following words
Interregnum: filled pauses, discourse cue words and the like

37is there any train um no flight from Ha Noi to Da Lat?



Our dataset

• Example 
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Our dataset

• Automatic Vietnamese word 
segmentation is performed 
by employing VnCoreNLP to 
obtain a word-level variant 
of the dataset
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Our cascaded approach 

• Two separate models: disfluency detection and joint intent detection and slot filling

• Given an input utterance: 

• First, the disfluency detection model to automatically identify disfluent terms and then 
remove these identified terms to generate a “fluent” variant

• Second, the “fluent” variant is fed into the joint intent detection and slot filling model to 
predict intent and slot types
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Our cascaded approach 

• Disfluency detection model

• The Vietnamese disfluency detection task is 
formulated as a sequence labeling problem 
with BIO tagging scheme (B-DF, I-DF, and O)

• A pre-trained LM-based encoder is 
employed to generate contextualized latent 
feature embeddings for the input tokens

• Each latent feature embedding is then fed 
into a linear-chain CRF layer for disfluency 
label prediction (Similar to slot filling)

• Joint intent detection and slot filling
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Our cascaded approach 

• Implementation details

• The disfluency detection model is trained using the training set of disfluent utterances 
with disfluency annotations only

• The JointBERT+CRF model for joint intent detection and slot filling is trained using the 
gold fluent PhoATIS training set

• We use XLM-R for the syllable-level input and PhoBERT for the word-level input
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Experimental results 

• Main results

• For disfluency detection, the model that employs PhoBERT encoder obtains a higher F1 
score than the one employing XLM-R encoder

• As syllables constitute words, resulting in disfluent phrases at the syllable level which are 
“longer” ⇒ the model thus likely finds it more difficult to predict  “longer” disfluent 
phrases at the syllable level
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Experimental results 

• Main results

• Effect of disfluency detection on the two downstream tasks: all downstream 
performance scores are decreased

• It can be explained by errors propagation from the disfluency detection phase which 
generates utterances with missing fluent tokens and left-over disfluent tokens
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Experimental results 

• Main results

• Final sentence-level accuracies illustrate the strong negative impact of disfluency 
detection on intent detection and slot filling
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Experimental results

• Main results

• In disfluent context, the word-level model produces lower intent detection and slot filling 
performances than its syllable-level counterpart 

• This is opposite to the obtained results with gold fluent input utterances in the table as 
well as to what is generally found with other Vietnamese NLP tasks in the fluent context
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Experimental results

• Error analysis

• Disfluency detection errors

• 53 false positive instances: phrases are fluent but being predicted as disfluent phrases

• 44 false negative instances: real disfluent phrases are mis-detected or partly recognized 

• Disfluency detection errors are more likely to happen in relatively long sentences with 
multi-token disfluent phrases and ambiguous contexts
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Experimental results

• Error analysis

• Intent detection and slot filling errors
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Experimental results

• Error analysis

• Intent detection and slot filling errors

• There are 11 error cases for the Wrong Intent (WI) category

• Most of them are caused by the multi-intent labels (e.g. “airfare#flight”)

• There are also WI cases induced by disfluency detection errors

• E.g. “could you please show me the fare of the buses uh no i mean the flights 
between Hue and Ca Mau”, the disfluency detection model identifies fluent terms 
“the fare” as disfluent terms (and then remove these terms), leading to a wrong 
prediction of intent “flight” (instead of “airfare”)

Examples are word-orderly translated from Vietnamese for illustration
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Experimental results

• Error analysis

• Intent detection and slot filling errors

• There are 14 and 9 error cases counted for Missing Slot (MS) and Spurious Slot (SS) 
categories, respectively

• These two types of errors are generally caused by the ambiguities over slot types 
that rarely occur in the training set such as “connect” (36/14859 training slot values) 
or “economy” (34/14859)
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Experimental results

• Error analysis

• Intent detection and slot filling errors

• The Wrong Boundary (WB) category has 12 error cases that are mostly induced by 
multi-syllable slot values, especially the incorrectly removed fluent tokens, and the 
incorrectly preserved disfluent ones

Disfluent version: “show me the transportation uh no airlines for flights to or from 
the airport of Tan Son Nhat no actually Doncaster Sheffield”
Automatic disfluency removal version: “show me the airlines for flights to or from 
the Tan Son Nhat Sheffield airport” 

Examples are word-orderly translated from Vietnamese for illustration
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Experimental results

• Error analysis

• Intent detection and slot filling errors

• The most common error type is Wrong Label (WL) which contains 29 error cases

• These errors exist mostly because of the ambiguities between the “departure” part and 
the “arrival” part of an utterance 

• Some of the cases are also caused by disfluency detection errors

Disfluent version: “i need a flight from Phu Quoc to Ha Noi no actually Ho Chi Minh City 
and then Ho Chi Minh city to Singapore uhm no Jakarta and from Jakarta to Ha Noi”
Automatic disfluency removal version: “i need a flight from Phu Quoc to actually Ho Chi 
Minh City and then Ho Chi Minh city Jakarta and from Jakarta to Ha Noi” 

Examples are word-orderly translated from Vietnamese for illustration 52



Main takeaways 

• We present the first empirical study investigating the influence of disfluency detection on 
two downstream SLU tasks of intent detection and slot filling

• We have created the first dataset with disfluency, intent detection and slot filling annotations 
for Vietnamese

• We have conducted experiments under the “Cascaded” manner with strong baselines, 
performed detailed error analysis and showed that:

• disfluencies cause substantial performance degradation in the intent detection and slot 
filling tasks

• the pre-trained monolingual LM PhoBERT is less effective than the pre-trained 
multilingual LM XLM-R for intent detection and slot filling under the disfluency context

• We publicly release our dataset at: https://github.com/VinAIResearch/PhoATIS_Disfluency
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Thanks for your attention!
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