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Introduction
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Transformer architecture for machine translation [1]
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Image by Vincent Mueller: https://medium.com/towards-data-science/attention-please-85bd0abac41
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Introduction

«  Transformer encoder-based models, pre-trained on v ) [(ws (ws ) G %
Embedding
large-scale corpora with a masked language modeling e ! ! I I I
[ Classification Layer: Fully-connected layer + GELU + Norm ]
objective, e.g. BERT [2], RoBERTa [3], ELECTRA [4] f f f f f
«  Pre-trained BERT-type models for Vietnamese: [ ?‘ ) O{ J of‘ J OT‘ J OTS )
Model Type Date Data (vi) T,
mBERT [2] Multi. 1172018 01GB Syllable
. Embedding T T T T T
XLM-R [5] Multi. | 1172019 137GB | Syllable (Cw ) w2 ) [(w ) [wmsa ) [ w
PhoBERT [6] Mono. | 03/2020 | 20GB | Word \Iw \Ilz \la \Iu \Ils
vBert7] | Mono. | 102020 | 10GB | Sylable | el T e e e
VELECTRA[7] | Mono. | 10/2020 | 60GB | Syllable

“Data (vi)” denotes the size of Vietnamese text data used for pre-training

EEVINAI



Introduction

+  Transformer decoder-based models, pre-trained on

large-scale corpora with a standard language modeling

objective, e.g. GPT-n [8-10], DialoGPT [11], LaMDA [12]

*  Pre-trained GPT-type models for Vietnamese:

* No study/research using these models for

Vietnamese text generation = This talk does

not further cover these models in detail

*

2> Transformer-Decoder

<s> robot must obey

1 2 3 4

4000

r

VinAl 4

Corporate Presentation
[ DECODER BLOCK J
[ DECODER BLOCK J

DECODER BLOCK

.

'( Feed Forward Neural Network )'

( Masked Self-Attention )

Image by Jay Alammar: https://jalammar.github.io/illustrated-gpt2/

Model Type Date Data (vi)
XGLM [13] Multi. 12/2021 | 50GB
BLOOM [14] Multi. 07/2022 | 40GB
gpt-j-6B-vietnamese-news Mono. | 09/2021 | 65GB
xgéxVin/\i gpt-neo-1.3B-viethamese-news | Mono. | 09/2021 | 65GB




Introduction o A

«  Standard encoder-decoder Transformer-based sequence-to-sequence -
Thank you fef inviting me to your party Jast week.
models, pre-trained on large-scale corpora with a denoising objective, e.g. e vou L e to your party /- wesk
BART [15]! T5 [16]y ByT5 [17] Targets

<X> for inviting <Y> last <z>

*  Pre-trained sequence-to-sequence models for Vietnamese:

[ “translate English to German: That is good."

Model Type Date Data (vi)
mBART[18] | Multi. | 01/2020 | 137GB (25B syliables) [ e )
mT5 [19] Multi. | 10/2020 | 116B syllables Figures taken from [16]

BARTpho [20] | Mono. | 09/2021 | 20GB (4B syllables)

ABCDE
AR

viT5 [21] Mono. | 07/2022 | 70GB Bidirectional Autoregressive

Encoder Decoder >

Frret Frefd

. A B _E <s>SABCD
EEVINAI

Figure taken from [15]
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Introduction

*  Other pre-trained models for specific Vietnamese NLP tasks:

*  PhoNLP: A pre-trained model for Viethnamese part-of-speech tagging, named entity recognition

and dependency parsing [22]

* VinAl Translate: Pre-trained BART-type translation models for Vietnamese-to-English and

English-to-Vietnamese [23]

e Outline
e  PhoBERT
BARTpho

* VinAl Translate

EEVINAI
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* PhoBERT: Pre-trained language models for Vietnamese

BARTpho
 VinAl Translate

Z2VinAi
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Motivation

« Language model BERT—Bidirectional
Encoder Representations from Transformers

[2]—is a recent breakthrough in NLP

oc' [0 ) (0 ) [0 ) (o) (o)

A A 4 4 4

« BERT and its variants, pretrained on

large-scale corpora, help improve
the state-of-the-art performances

of various NLP research and

Cm> Cm> Cm>
Transformer encoder
Cm > Cm >

application tasks

G
<> <>
r 1 T 1
w ) (w ) (Cw) (Cwe)
] ] | ]

T
Cm >
Embedding T

*  Represent words by embedding [ 1 ] [

vectors which encode the contexts Jv

1 2 3 4 5

where the words appear, i.e.
contextualized word embeddings

xg:éxVin/\i PhoBERT



Motivation

* lllustration of how a BERT-based language
model generates contextualized
embeddings for the token “yéu” (love)

depending on contextual sentences where

“yéu” appears
oer’ (o ] (o J [0 ] (o J [0 ]
! I | | ]
CELD KB RS Sy ey
Cm > CGm> Gm> CGm> CmD
Embedding T T T T T
Cw ] (Cwe J [Cw ) (Cwa ] (Cwe )
i [ ! i l

w1 W2 W3 Wa

EEVINAI
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Toi hay xem Ngoai hang Anh , yéu M.U , thich nhé&t cau Rooney

Trién 1am mang tén Cam xdc cua TS , KTS Nguyén
Ngoc Binh dang thu hat sy quan tam cua dong dao
cong chung yéu nghé thuat Thu do .

yéu (Art) ‘
UMAP clusters of 10K
contextualized embeddings of
the token “yéu” (love) from

10K sentences where the
word appears

yéu (Sport)
(.
v v

PhoBERT
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Motivation

*  The success of BERT and its variants has largely been limited to English
*  Most pre-trained BERT-based models were learned using English corpus only, or data combined
from different languages (i.e. pre-trained multilingual models)
«  Multilingual BERT-based models are not aware of the difference between Vietnamese syllables and
word tokens, thus using syllable-level pre-training Viethnamese texts

«  85% of Vietnamese word types are composed of at least 2 syllables (am/tiéng)
Syllables:  VinAl cdng bo cac két qua nghién ciu khoa hoc tai hdi nghi hang dau thé gidi vé tri tué nhan tao
Words:  VinAl cong_bo cac két_qua nghién_clru khoa_hoc tai hdi_nghi hang_dau thé gidi vé tri_tué nhan_tao

(VinAl publishes research outputs at world-leading conferences in Artificial Intelligence)

xg:éxVin/\i PhoBERT
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Motivation

*  Previous monolingual BERT-based language models for Viethnamese:
«  Used the Vietnamese Wikipedia corpus which is relatively small (01GB)
(Note that pre-trained models can be significantly improved by using more data)
+ Trained at the syllable level: without doing a pre-process step of Viethamese word segmentation
* Intuitively, for word-level Vietnamese NLP tasks, those models pre-trained on syllable-level data might not

perform as good as language models pre-trained on word-level data
Syllables:  VinAl cdng bo cac két qua nghién ciu khoa hoc tai hdi nghi hang dau thé gidi vé tri tué nhan tao
Words:  VinAl cong_bo cac két_qua nghién_clru khoa_hoc tai hdi_nghi hang_dau thé gidi vé tri_tué nhan_tao

(VinAl publishes research outputs at world-leading conferences in Artificial Intelligence)

xg:éxVin/\i PhoBERT
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Pre-training

How VinAl trains PhoBERT to handle previous concerns:

« Use alarge-scale corpus of 20GB Vietnamese texts

* Perform Viethamese word segmentation before pre-training

<" Pre-training corpus of 145M word-segmented sentences (3B word tokens)
«  PhoBERT pre-training procedure is based on RoBERTa [3] which optimizes BERT for more robust
performance, e.g. removing the next-sentence pretraining objective

«  Two versions: PnoBERT-base (150M parameters) and PhoBERT-large (350M parameters)
*  Pre-train PhoBERT using 4 GPUs V100 16GB memory each in 8 weeks
«  Publicly released: https://github.com/VinAlResearch/PhoBERT

«  PhoBERT can be used with popular open-source libraries: transformers and fairseq

%%Vin/\i PhoBERT


https://github.com/VinAIResearch/PhoBERT
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Downstream task evaluation

«  Aspect-based sentiment analysis: To identify the Output: , Service#General

aspect categories mentioned in user-generated reviews

from a set of pre-defined categories [24] B (1T TT] [TT]
A \ \ \
« Use alinear prediction layer on top of the
PhoBERT output for the classification token BERT Archltactlis
[CLS]—the first token of the input sequence 4 ) ' '
CLS Tokeny| **+r==srrrrr-- Tokenry, SEP
A \ \ \

Tokenization

T

Pre-processing

Input: The food is delicious but the staff is not friendly.
Figure taken from [24]

x:"J-“.L:'ngml\i PhoBERT
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Downstream task evaluation

« Natural language inference (NLI): To determine whether a “hypothesis” is true (entailment), false
(contradiction), or undetermined (neutral) given a “premise” =» a sentence pair classification task
« Use alinear prediction layer on top of the PhoBERT output for the [CLS] token—the first token of

the input sequence when concatenating both “premise” and “hypothesis”

True (Entailment): “[CLS] Théng bao phan déi luat su va tda an hodc ca quan hanh chinh sé phai

dugc gui di [SEP] [SEP] Ban c6 van ddc 1ap va toa an sé nhan dugc théng bao [SEP]”

(Dark red is the premise while dark blue is the hypothesis)

xg’éxVin/\i PhoBERT



Downstream task evaluation —

«  Part-of-Speech (POS) tagging: To assign a

lexical category tag to each word in a text PRON VERB NOUN NOUN NOUN
« Use alinear prediction layer on top of the / . \ / - \ /%\ /%\ /%\
PhoBERT architecture 4
OiGRH[ 01 ] [ 02 03 [ O4 05
ID Form POS [
I o PRON D> G o G G
2 s VERB
3 sinh_Vién gugen NOUN SR
4+ Dal_hOC university NOUN @ @ @ @ @
5  Cong_ngh€ cchnology NOUN — T T T . T
wi ] Lwe ] [Lw we ] [Lws |
| | | | |
w W W, W4 W5

%%Vin/\i PhoBERT



Downstream task evaluation B

« Named entity recognition (NER): To identify

personal names, locations, organizations,... B-ORG I-ORG
» Use a linear prediction layer on top of the [ oenee | /DL\ /+\ /%\ /DL\
PhoBERT architecture
O.GRH 04 02 O3 04 Os
ID Form NER 1
T 0 > > > > T
2 lawm 0]
3 sinh_vién gudent O PhoBERT
4 Pai hoCuiwnty ~ B-ORG G G G G G
5 Cong_nghé cchnology  I-ORG Embedding T T T 3 T
W1 W2 W3 ] [ W4 ] [ W5
| T | T T
Wi w2 W3 W4 Ws

diti
Hir

VinAi PhoBERT
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Downstream task evaluation

+ Dependency parsing: To analyze the syntactic structure of a sentence by identifying grammatical
relationships between “head” words and words which modify those heads
«  Extend the graph-based Biaffine parser [25] with the PhoBERT-based contextualized word

embeddings as part of the input

ReLU Edge 7 — 1 Labels for j — ¢ Biaffi
Figures taken L o (] C|I:SSIir';ieer'
ool [eew-{asssleess)
RNN f ocee] [0O@ oee| (080
cece) -(s5es 5588 ceel ool e o9
arc-dep; arc-head; rel-dep; rel-head;
Embed o N ! N ’
root punct
(ROOT) i ROOT [ { sub ] 1 [ (— vmod —1
i ooty Day;  las Can_Thos .4
PhoBERT-based contextualized word embeddings This is Can_Tho

%%Vin/\i PhoBERT



Downstream task evaluation -

*  Experimental Vietnamese benchmark datasets
*  Aspect-based sentiment analysis: Two large corpora for Viethamese aspect-based sentiment
analysis at sentence level [24]
«  NLI: The Vietnamese data from the cross-lingual NLI corpus v1.0 [26]
*  POS tagging: The VLSP 2013 POS tagging task
*  NER: The VLSP 2016 NER task’s dataset [27] and PhoNER_COVID19 [28]
«  Dependency parsing: The Vietnamese dependency treebank VnDT [29]

«  Main baseline XLM-R [5]—the pre-trained multilingual ROBERTa variant which uses 2.5 TB pre-training data,

including 137 GB syllable-level Vietnamese text data

%%Vin/\i PhoBERT



Downstream task evaluation

*  Vietnamese aspect-based sentiment analysis (see [24] for details)

VinAl 19
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THE EXPERIMENTAL RESULTS OF VARIOUS MONO-LINGUAL AND

MULTI-LINGUAL PRE-TRAINED BERT MODELS ON VIETNAMESE ASPECT

CATEGORY DETECTION TASK FOR THE RESTAURANT DOMAIN.

Types Models Precision Recall F1-score
mBERT 81.39 76.34 78.78

Multi-lingual | mbDistilBert 80.35 76.07 78.16
XLM-R 82.98 81.40 82.18
viBert4news 79.26 77.48 78.36

Moo-lingal viBert_FPT 80.65 79.12 79.88
VELECTRA_FPT 83.08 79.54 81.27
PhoBERT 85.60 87.49 86.53

THE EXPERIMENTAL RESULTS OF VARIOUS MONO-LINGUAL AND

MULTI-LINGUAL PRE-TRAINED BERT MODELS ON VIETNAMESE ASPECT

CATEGORY DETECTION TASK FOR THE HOTEL DOMAIN.

Model Data (vi)
mBERT [2] 01GB Syllable
XLM-R [5] 137GB Syllable
PhoBERT [6] 20GB Word
viBert_FPT [7] 10GB Syllable
VELECTRA FPT[7] | 60GB Syllable
viBert4news 20GB Syllable

EEVINAI

Types Models Precision Recall F1-score
mBERT 77.93 76.26 77.09

Multi-lingual | mbDistilBert 78.59 74.97 76.73
XLM-R 78.86 76.56 77.70
viBert4news 79.39 74.83 77.04

Mono-Tingial viBert_FPT 81.14 74.54 77.70
VELECTRA_FPT 79.82 76.07 77.90
PhoBERT 81.49 76.96 79.16

Tables
taken
from
[24]

PhoBERT
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Downstream task evaluation

Vietnamese NLI results

NLI (syllable- or word-level)
Model Acc.

BiLSTM-max (Conneau et al., 2018) 66.4
mBiLSTM (Artetxe and Schwenk, 2019) 72.0
multilingual BERT (Devlin et al., 2019) [l] | 69.5
XLMMLM+TLM (Conneau and Lample, 2019) 76.6

XLM-Rpase (Conneau et al., 2020) 754
XLM-Ryree (Conneau et al., 2020) 79.7
PhoBERT e 78.5
PhoBERT ;rge 80.0

x:"J-“.L:'ngml\i PhoBERT



Downstream task evaluation —

*  Vietnamese POS tagging results

POS tagging (word-level)
Model Acc.
RDRPOSTagger (Nguyen et al., 2014a) [&] 95.1
BiLSTM-CNN-CRF (Ma and Hovy, 2016) [&] | 95.4
VnCoreNLP-POS (Nguyen et al., 2017) [db] 95.9
JPTDP-v2 (Nguyen and Verspoor, 2018) [%] 95.7

jointWPD (Nguyen, 2019) [%] 96.0
XLM-Rpase (Our result) 96.2
XLM-Rjyge (our result) 96.3
PhoBERT}, 96.7
PhoBERT ;ge 96.8

x:"J-“.L:'ngml\i PhoBERT



Downstream task evaluation

Vietnamese NER results

VLSP 2016 NER dataset

NER (word-level)

PhoNER_COVID19 dataset

VinAl 22
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Model Mic-F; | Mac-F,
2 BiL-CRF  [0.906 |0.858
= XLM-Rpge [0.925 |0.879
& XLM-Riyee [0.938 [0.911
< BIiL-CRF  [0.910 [0.875
S PhoBERT, |0.942 [0.920
> PhoBERTiyg | 0.945 |0.931

Model F,

BiLSTM-CNN-CRF [ 4] 88.3
VnCoreNLP-NER (Vu et al., 2018) [¢] | 88.6
VNER (Nguyen et al., 2019b) 89.6
BiLSTM-CNN-CRF + ETNLP [&] 91.1
VnCoreNLP-NER + ETNLP [#] 91.3
XLM-Ry,se (our result) 92.0
XLM-Ryge (our result) 92.8
PhoBERT} e 93.6
PhoBERT e 94.7

EEVINAI

(See [28] for details)

PhoBERT



Downstream task evaluation B

* Vietnamese dependency parsing results

Dependency parsing (word-level)

Model LAS / UAS

VnCoreNLP-DEP (Vu et al., 2018) [%] 71.38 /77.35
jPTDP-v2 [%] 73.12/79.63
jointWPD [ ] 73.90/80.12
Biaffine (Dozat and Manning, 2017) [%] | 74.99/81.19
Biaffine w/ XLM-Ry,¢ (our result) 76.46/ 83.10
Biaffine w/ XLM-R ;e (Our result) 75.87 1 82.70
Biaffine w/ PhoOBERT} e 78.77 / 85.22
Biaffine w/ PhoBERT e 77.85/84.32

x:"J-“.L:'ngml\i PhoBERT



VinAl 24

Downstream task evaluation

«  Using more pre-training data can significantly improve the quality of the pre-trained language models [3]
*  PhoBERT does better than XLM-R on 5 downstream evaluation tasks
*  PhoBERT uses far fewer parameters than XLM-R: 135M (PhoBERT-base) vs. 250M (XLM-R-base);
370M (PhoBERT-large) vs. 560M (XLM-R-large)
+  XLM-R uses a 2.5TB multilingual pre-training corpus which contains 137GB of Vietnamese texts,
i.e. 137 / 20 ~ 7 times bigger than the PhoBERT's monolingual pre-training corpus
*  XLM-R uses syllable-level Viethamese texts # PhoBERT uses word-level texts

<" Dedicated language-specific models outperform multilingual ones

%%Vin/\i PhoBERT
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Takeaways

*  PhoBERT-base and PhoBERT-large are the first public large-scale monolingual language models pre-trained
for Viethamese
*  PhoBERT helps produce state-of-the-art performances on 5 downstream tasks
« Aspect-based sentiment analysis, NLI, POS tagging, NER and Dependency parsing
*  PhoBERT outperforms XLM-R on all these tasks
*  PhoBERT can serve as a strong baseline for future Viethamese NLP research and applications:
https://github.com/VinAlIResearch/PhoBERT

%%Vin/\i PhoBERT
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*  PhoBERT: Pre-trained language models for Vietnamese

« BARTpho: Pre-trained Sequence-to-Sequence Models for Viethamese

 VinAl Translate

EEVINAI
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«  Pre-trained masked language models (BERT [2] and its variants) have achieved state-of-the-art results in
various natural language understanding tasks
«  Due to a bidirectionality nature, it “might” be difficult to directly apply those pre-trained language models to

natural language generation tasks, e.g. text summarization

ﬁp Mask LM Ma% LM \ ﬁ'—' /(R@D Start/End Spam
= 3 ® D ——0—

L) Clie)m])- ()
... .. >
e ....... NN
BERT - o |ERERS - [ERER BERT
leea]l & ) (B [ Eeen ][ & ] [&] [Eea L & | (& [ Een]l & ] [&]
=1 =Sy p S e |y (I
.. Tok N [SEP] m . m [E] Tok 1 . TokN [SEP] Tok 1 . TokM
Masked Sentence A Masked Sentence B Question Paragraph
2 *
\ Unlabeled Sentence A and B Pair / Kkk Question Answer Pair J
Pre-training Fine-Tuning

2
%?Vin Ai Figure taken from [2] BARTpho



Motivation
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Pre-trained sequence-to-sequence models (e.g. BART [15], T5 [16]) have been proposed to obtain state-of-
the-art performances for generative NLP tasks

Original text
Thank you fef inviting me to your party Jast week.
Inputs
Thank you <x> me to your party <Y> week.
Targets
<x> for inviting <Y~ last <z>

ABCDE ["translate English to German: That is good."
AR T |
Bidirectional |:> Autoregressive [

- Encoder > Decoder

>
"summarize: state authorities
dispatched emergency crews tuesday to

survey the damage after an onslaught
<s>ABCD

of severe weather in mississippi..”

“cola sentence: The
course is jumping well.”

"Das ist gut."

“not acceptable”

"stsb sentencel: The rhino grazed
on the grass. sentence2: A rhino
is grazing in a field."

“six people hospitalized after
a storm in attala county."

1, Figure taken from [15]
Z2VinAi

Figures taken from [16]

BARTpho
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Motivation

. Public pre-trained sequence-to-sequence models used for Viethamese:
«  Multilingual models: mBART [18], mT5 [19]

* Thereis not a previous existing public monolingual model for Viethamese

*  Monolingual models are preferable as dedicated language-specific models still outperform multilingual ones

* Inour work:
* Introduce BARTpho—the first large-scale monolingual sequence-to-sequence model pre-trained

for Vietnamese
«  Show the effectiveness of BARTpho in a comparison with mBART on Vietnamese downstream

tasks: Text summarization, Capitalization and Punctuation restoration

x%ngin/\i BARTpho
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BARTpho pre-training

«  Follow BART's architecture and pre-training procedure:

« Standard sequence-to-sequence Transformer architecture, with an additional layer-normalization
layer and GelLU activation
*  Two steps of pre-training:

«  Corrupt input text by noising function

DE.ABC.— ABC.DE. =— A_.D_E.

Sentence Permutation Text Infilling

* Learn sequence-to-sequence model to reconstruct the original input text
WhyBART?
*  Produce the strongest performances on downstream tasks in comparison to other pre-trained
sequence-to-sequence models under a comparable setting in terms of the relatively equal
numbers of model parameters and pre-training data sizes

%?Vin/\i BARTpho
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BARTpho pre-training

«  Employ a “large” architecture: 12-layer encoder and 12-layer decoder
*  Pre-training data: 20GB Vietnamese texts
*  BARTpho-word (420M parameters)

+  Word-level model, employing PhobertTokenizer for subword BPE segmentation

«  BARTpho-syllable (396M parameters)
«  Syllable-level model, employing the pre-trained SentencePiece model used in mBART [18] for BPE

segmentation

%%Vin/\i BARTpho
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BARTpho pre-training

*  Implementation details:
* Initialize parameter weights of the syllable-level model by those from mBART
«  Train with a batch size of 512 sequence blocks across 8 A100 GPUs (40GB each) and a peak
learning rate of 0.0001
*  Run for 15 training epochs (the learning rate is warmed up for 1.5 epochs)

«  Publicly released: https://github.com/VinAlResearch/BARTpho

«  BARTpho can be used with popular open-source libraries: transformers and fairseq

%?Vin/\i BARTpho


https://github.com/VinAIResearch/BARTpho

Text summarization evaluation s

«  Given asingle document, create a summary that represents the most important or relevant information
within the original content
«  Experimental dataset: the single-document summarization dataset VNDS [30]
«  Original training / validation / test: 105418 / 22642 / 22644
«  After filtering duplication: 99134 /22184 /22498
*  Metrics: ROUGE scores and Human evaluation
«  Main baseline mBART [18]—the pre-trained multilingual BART variant which uses 1.3+TB pre-training data,

including 137GB syllable-level Viethamese text data

%%Vin/\i BARTpho



Text summarization evaluation

*  Vietnamese text summarization task results w.r.t. data duplicate filtering

Both BARTpho versions perform better than mBART in both automatic and human evaluations

VinAl 34
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Validation set Test set
Model #params

R-1 R-2 R-L R-1 R-2 R-L Human
mMBART 680M 60.06 | 28.69 |38.85 | 60.03 | 28.51 | 38.74 | 21100
BARTpho-syllable | 396M 60.29 | 29.07 | 39.02 | 60.41 | 29.20 | 39.22 | 37/100
BARTpho-word 420M 60.55 | 29.89 | 39.73 | 60.51 | 29.65 | 39.75 | 42/100

EEVINAI

BARTpho



Text summarization evaluation

«  BARTpho's results are higher than previously published ones on the original test set

EEVINAI

All models are fine-tuned on the original training set

Model Data (vi) R-1 R-2 R-L
fastAbs [*] N/A 54.52 | 23.01 37.64
PhoBERT2PhoBERT [**] 20GB (4B syllables) 60.37 | 29.12 39.44
mT5 [**] 116B syllables 58.05 | 26.76 37.38
MBART 137GB (25B syllables) | 60.35 | 29.13 39.21
BARTpho-syllable 20GB (4B syllables) 60.88 | 29.90 |39.44
BARTpho-word 20GB (4B syllables) 61.14 30.31 40.15

]: Taken from [30]

[*
[**]: Taken from [31]

VinAl 35
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Capitalization and punctuation restoration evaluation i

«  Capitalization and punctuation restoration are important steps in ASR transcript post-processing
* Reconstruct a well-formatted text from a transcript text without information about capitalization
and punctuation
*  Formulate the tasks as a sequence-to-sequence problem, taking lowercase, unpunctuated texts
as input and producing true case, punctuated texts as output
«  Generate an experimental dataset automatically by leveraging the Vietnamese data of the PhoST dataset [32]
« Training/ validation / test: 327370 /1933 /1976

%%Vin/\i BARTpho



Capitalization and punctuation restoration evaluation

«  Capitalization and punctuation restoration F1scores (in %) on the test set

EEVINAI
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BARTpho performs better than mBART in both capitalization and punctuation restoration tasks

Punctuation restoration

Model Capitalization
Comma Period Question Overall
MBART 91.28 67.26 92.19 85.71 78.71
BARTpho-syllable 91.98 67.95 91.79 88.15 79.09
BARTpho-word 92.41 68.39 92.05 87.82 79.29

BARTpho
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Takeaways

*  BARTpho-word and BARTpho-syllable are the first public large-scale monolingual sequence-to-sequence
models pre-trained for Vietnamese
*  BARTpho performs better than its competitor mBART on 3 downstream tasks
* Vietnamese text summarization, capitalization and punctuation restoration
*  Produce state-of-the-art performances
«  BARTpho can serve as a strong baseline for future research and applications of generative Vietnamese NLP
tasks: https://github.com/VinAlResearch/BARTpho
*  09/2021: Release BARTpho-word and BARTpho-syllable

« 08/2022: Release “base” architecture variants of BARTpho-word and BARTpho-syllable

%?Vin/\i BARTpho
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*  PhoBERT: Pre-trained language models for Vietnamese
*  BARTpho: Pre-trained Sequence-to-Sequence Models for Vietnamese

* VinAl Translate: Pre-trained translation models for Viethamese-to-English and
English-to-Vietnamese

EEVINAI
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+  The demand for high-quality Viethamese-English machine translation has rapidly increased

«  Strategy:

« Train state-of-the-art machine translation models on a high-quality and large-scale parallel dataset

® ® %_.i;-l VinAl Translation X +
< C' @ vinai-translate.vinai.io
INTRODUCTION TEXT DOCUMENT
ENGLISH VIETNAMESE

chao mirng dén véi hé thdng dich may tiéng viét
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Welcome to the Vietnamese machine translation system.
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Motivation

¢ lssues:
* High-quality Vietnamese-English parallel corpora are either not publicly available or small-scale
« Larger Vietnamese-English parallel corpora are noisy
*  Approach:
«  Construct a high-quality and large-scale parallel dataset
. PhoMT: A High-Quality and Large-Scale Benchmark Dataset for Vietnamese-English
Machine Translation [33]
*  Fine-tune a strong pre-trained sequence-to-sequence model on this dataset

«  mBART: Multilingual Denoising Pre-training for Neural Machine Translation [18]

2
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Dataset construction et

«  Construct PhoMT—a high-quality and large-scale Vietnamese-English parallel dataset
1. Collecting parallel document pairs
2. Pre-processing
3. Aligning parallel sentence pairs
4

Post-processing

2
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Dataset construction

PhoMT: Collecting parallel document pairs

wikiHow TED &=

MediaWiki

VinAi VinAl Translate
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Dataset construction
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*  PhoMT: Pre-processing

Manually inspect and remove low-quality document pairs from OpenSubtitles domain
Filter English paragraphs inside Vietnamese documents (and vice versa)

Perform sentence segmentation using VnCoreNLP [34] and Stanford CoreNLP [35]

*  PhoMT: Align parallel sentence pairs

EEVINAI

Translate English source sentences into Vietnamese using Google Translate

Align between translated source sentences and target sentences using 3 toolkits: Hunalign [36],
Gargantua [37], Bleualign [38]

Select pairs that are aligned by at least 2/3 toolkits

VinAl Translate



Dataset construction

*  PhoMT: Post-processing

«  Split the dataset into train/validation/test sets

VinAl 45
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* Manually inspect validation and test sets and remove misaligned and low-quality sentence pairs
(0.8%)

*  PhoMT: A high-quality and large-scale Vietnamese-English parallel dataset consisting of 3.02M pairs

Homain Total Training Validation Test

#doc | #pair #pair #en/s | #vi/s | #pair | #en/s | #vi/s | #pair | #en/s | #vi/s
News 2559 | 41504 40990 244 | 32.0 | 257 223 | 303 | 257 26.8 | 34.5
Blogspot 1071 93956 92545 25.0 | 34.6 | 597 264 | 37.8 | 814 230 | 315
TED-Talks | 3123 | 320802 | 316808 | 19.8 | 23.8 | 1994 | 20.0 | 24.6 | 2000 | 22.0 | 27.9
MediaWiki | 38969 | 496799 | 490505 | 26.0 | 32.8 | 3024 | 253 | 323 | 3270 | 27.0 | 33.7
WikiHow 6616 | 513837 | 507379 | 189 | 224 | 3212 | 179 | 215 | 3246 | 175 | 215
OpenSub | 3312 | 1548971 | 1529772 | 9.7 11.1 | 9635 | 9.5 10.7 | 9564 | 10.0 11.4
All 55650 | 3015869 | 2977999 | 15.7 19.0 | 18719 | 153 18.7 | 19151 | 16.2 19.8

EEVINAI

https://github.com/VinAlResearch/PhoMT
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Dataset construction

Fine-tune mBART on the PhoMT training set of ~3M pairs for English-to-Vietnamese
«  From each English-Vietnamese sentence pair in “noisy” datasets CCAligned [39] and WikiMatrix [40]
*  Employ the fine-tuned model to translate the English sentence into Viethamese
«  Select pairs with a BLEU score between the Viethamese-translated variant and the Vietnamese
target sentence ranging from 0.15 to 0.95, resulting in 6M pairs
* Acollection of 3M + 6M = 9M “high-quality” sentence pairs
«  Simulate the ASR output: Lowercase and remove punctuations from the source sentences while keeping the
target sentences intact, obtaining 9M pairs for each translation direction

*  For each translation direction: 9M + 9M = 18M sentence pairs

2
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Pre-trained VinAl Translate models

Fine-tune mBART for each translation direction using 18M sentence pairs
*  Reduce mBART vocabulary from 250K tokens to 90K tokens belonging to English and Vietnamese

*  Publicly released: https://github.com/VinAlResearch/VinAl Translate

Model #params | Maxlength
vinai/vinai-translate-vi2en 448M 1024
vinai/vinai-translate-en2vi 448M 1024

*  Pre-trained VinAl Translate models can be used with the popular open-source library transformers
«  These pre-trained models are currently used in the translation component of the VinAl Translate system [41]:

https://vinai-translate.vinai.io

*  Users can also try these models at: https://huggingface.co/spaces/vinai/VinAl Translate
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https://github.com/VinAIResearch/VinAI_Translate
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PhoMT evaluation results
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*  Experimental results on the PhoMT validation and test sets while using the PhoMT training set of 2.97M pairs

for training
Validation set Test set

Model En-to-Vi Vi-to-En En-to-Vi Vi-to-En

TER| |BLEUT | TER| | BLEU1 | TER] | BLEU{ |Human{ | TER| | BLEU1 | Human?
Google Translate |45.86| 40.10 [44.69| 36.89 |46.52| 39.86 | 23/100 |[45.86| 35.76 | 10/100
Bing Translator |45.36| 40.82 [45.32| 36.61 |46.04| 40.37 | 14/100 |46.09| 35.74 | 15/100
Transformer-base | 42.77 | 43.01 [43.42| 38.26 [43.79| 42.12 | 13/100 [44.28| 37.19 | 13/100
Transformer-big [42.13| 43.75 [43.08| 39.04 |43.04| 42.94 | 18/100 |44.06| 37.83 | 28/100
mBART 41.56 | 44.32 |41.44| 40.88 |42.57| 43.46 | 32/100 [42.54( 39.78 | 34/100

*  mBART achieves the best performances, in both translation directions and on all metrics

*  Neural MT baselines outperform automatic translation engines

VinAi
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PhoMT evaluation results

«  BLEU scores of Transformer-base on the Vi- to-En +  Sample a set of 1.55M non-duplicate
validation set when varying training sizes on PhoMT Vietnamese-English sentence pairs from

OPUS'’s OpenSubtitles, which has the same

39
38.26

37 size as the PhoMT'’s OpenSubititles training

” subset:
*  OPUS’s OpenSubtitles: 29.72 BLEU

*  PhoMT's OpenSubtitles: 31.11 BLEU

33
31
29
27
25
23
21

Our curation effort paid off!

19.86

19
100K 200K 400K 800K 1.6M ~3M
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VinAl Translate evaluation results

Automatic evaluation results

Model Validation set Test set
EN-VI | VI-EN | EN-VI | VI-EN
Google Translate | 40.10 36.89 39.86 35.76
PhoMT 44.32 40.88 43.46 39.78
VinAlI Translate 45.31 41.41 44.29 40.42
EEVINAI

Human evaluation results
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*  PhoMT—A high-quality and large-scale Vietnamese-English parallel dataset:

https://github.com/VinAlResearch/PhoMT

+  State-of-the-art translation models pre-trained for Viethamese-to-English and English-to-Vietnamese:

https://github.com/VinAlResearch/VinAl Translate

L IO ZE VinAl Translation X +
< C & vinai-translate.vinai.io
INTRODUCTION TEXT DOCUMENT
ENGLISH VIETNAMESE

chao mirng dén véi hé théng dich may tiéng viét
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Welcome to the Viethamese machine translation system.
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https://github.com/VinAIResearch/PhoMT
https://github.com/VinAIResearch/VinAI_Translate

NI DCIQ Thank you!

E . ! {
202 tr:r;pfuvﬁe Public resources for Vietnamese NLP from VinAl

PhoST (INTERSPEECH 2022): A high-quality and large-scale dataset for English-Vietnamese speech translation.
VinAl Translate (INTERSPEECH 2022): Pre-trained text translation models for Vietnamese-to-English and English-to-

Vietnamese.
BARTpho (INTERSPEECH 2022): Pre-trained sequence-to-sequence models for Vietnamese.

QA-CarManual (Ul 2022): Demo video of a Vietnamese speech-based question answering over car manuals.

PhoMT (EMNLP 2021): A high-quality and large-scale benchmark dataset for Vietnamese-English machine translation.
PhoATIS (INTERSPEECH 2021): An intent detection and slot filling dataset for Vietnamese.

PhoNLP (NAACL 2021): A BERT-based multi-task learning toolkit for Vietnamese POS tagging, named entity
recognition and dependency parsing.

PhoNER COVID19 (NAACL 2021): A dataset for Vietnamese named entity recognition.

ViText2SQL (EMNLP 2020 Findings): A dataset for Vietnamese Text2SQL semantic parsing. ::

PhoBERT (EMNLP 2020 Findings): Pre-trained language models for Vietnamese. % ?’ Vin Ai
PhoW2V (2020): Pre-trained Word2Vec syllable- and word-level embeddings for Vietnamese.



https://github.com/VinAIResearch/PhoST
https://github.com/VinAIResearch/VinAI_Translate
https://github.com/VinAIResearch/BARTpho
https://doi.org/10.1145/3490100.3516525
https://github.com/VinAIResearch/PhoMT
https://github.com/VinAIResearch/JointIDSF/tree/main/PhoATIS
https://github.com/VinAIResearch/PhoNLP
https://github.com/VinAIResearch/PhoNER_COVID19
https://github.com/VinAIResearch/ViText2SQL
https://github.com/VinAIResearch/PhoBERT
https://github.com/datquocnguyen/PhoW2V
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Attention Is All You Need

BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding
RoBERTa: A Robustly Optimized BERT Pretraining Approach

ELECTRA: Pre-training Text Encoders as Discriminators Rather Than Generators
Unsupervised Cross-lingual Representation Learning at Scale

PhoBERT: Pre-trained language models for Viethamese

Improving Sequence Tagging for Viethamese Text using Transformer-based Neural Models
Improving Language Understanding by Generative Pre-Training

Language Models are Unsupervised Multitask Learners

Language Models are Few-Shot Learners

DialoGPT: Large-Scale Generative Pre-training for Conversational Response Generation
LaMDA: Language Models for Dialog Applications

Few-shot Learning with Multilingual Language Models

BigScience Large Open-science Open-access Multilingual Language Model

BART: Denoising Sequence-to-Sequence Pre-training for Natural Language Generation, Translation, and
Comprehension
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Exploring the Limits of Transfer Learning with a Unified Text-to-Text Transformer

ByT5: Towards a token-free future with pre-trained byte-to-byte models

Multilingual Denoising Pre-training for Neural Machine Translation

mT5: A massively multilingual pre-trained text-to-text transformer

BARTpho: Pre-trained Sequence-to-Sequence Models for Vietnamese

ViT5: Pretrained Text-to-Text Transformer for Vietnamese Language Generation

A Vietnamese-English Neural Machine Translation System

PhoNLP: A joint multi-task learning model for Vietnamese part-of-speech tagging, named entity
recognition and dependency parsing

Investigating Monolingual and Multilingual BERTModels for Vietnamese Aspect Category Detection
Deep Biaffine Attention for Neural Dependency Parsing

XNLI: Evaluating Cross-lingual Sentence Representations

VLSP Shared Task: Named Entity Recognition

COVID-19 Named Entity Recognition for Vietnamese

From Treebank Conversion to Automatic Dependency Parsing for Viethnamese

VNDS: A Vietnamese Dataset for Summarization
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31. VieSum: How Robust Are Transformer-based Models on Vietnamese Summarization?

32. A High-Quality and Large-Scale Dataset for English-Vietnamese Speech Translation

33. PhoMT: A High-Quality and Large-Scale Benchmark Dataset for Viethamese-English Machine Translation
34. VnCoreNLP: A Vietnamese Natural Language Processing Toolkit

35. The Stanford CoreNLP Natural Language Processing Toolkit

36. Parallel corpora for medium density languages

37. Improved Unsupervised Sentence Alignment for Symmetrical and Asymmetrical Parallel Corpora
38. lterative, MT-based Sentence Alignment of Parallel Texts

39. CCAligned: A Massive Collection of Cross-Lingual Web-Document Pairs

40. WikiMatrix: Mining 135M Parallel Sentences in 1620 Language Pairs from Wikipedia

41. A Vietnamese-English Neural Machine Translation System
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